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ABSTRACT

Objective: Controversy exists around the world as experts disagree on what artificial intelligence will imply 
for humanity in the future. Medical experts are starting to share perspectives on artificial intelligence with 
ethical and legal concerns appearing to prevail. The purpose of this study was to determine how anesthe-
siology and reanimation specialists in Turkey perceive the use of artificial intelligence in ultrasound-guided 
regional anesthetic applications in terms of medical ethics and education, as well as their perspectives on 
potential ethical issues.

Materials and Methods: This descriptive and cross-sectional survey was conducted across Turkey between 
July 1 and August 31. Data were collected through an online questionnaire distributed by national associa-
tions and social media platforms. The questionnaire included questions about the descriptive features of the 
participants and the possible ethical problems that may be encountered in the use of artificial intelligence in 
regional anesthesia and 20 statements that were requested to be evaluated.

Results: The average age of the 285 anesthesiologists who took part in the study was 42.00 ± 7.51, 144 of 
them were male, the average years spent in the field was 10.95 ± 7.15 years, 59.3% were involved in resident 
training, and 74.7% habitually used ultrasound guidance regional anesthetic applications. Of the participants, 
80% thought artificial intelligence would benefit patients, 86.7% thought it would benefit resident training, 
81.4% thought it would benefit post-graduate medical education, and 80.7% thought it would decrease com-
plications in practice. There will be no ethical issues if sonographic data are captured anonymously, according 
to 78.25%, while 67% are concerned about who will be held accountable for inaccuracies.

Conclusion: The majority of anesthetists believe that using artificial intelligence in regional anesthetic appli-
cations will decrease complications. Although ethical concerns about privacy and data governance are low, 
participants do have ethical worries about “accountability for errors.”
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Introduction
Artificial intelligence (AI) or machine learning systems are computer systems that mimic 
human cognitive functions to execute tasks such as learning, problem-solving, and discrimina-
tion autonomously.1 In recent years, AI has found its place in nearly all fields where technol-
ogy is utilized, facilitating and alleviating challenges in human existence.2 The most important 
advantages of AI technology are its ability to recognize structures and objects with high sen-
sitivity and specificity, to provide fast reports attributed to programmed algorithms, and to 
achieve high consistency in results.2 Initially, AI was employed for goals such as facilitating diag-
nosis from radiological images. Furthermore, it is currently employed in nearly all sub-branches 
of medicine, including diagnosis, treatment, drug development technology, and even improving 
the doctor–patient interaction.3-7 Artificial intelligence is also being utilized to improve medical 
education.8

Artificial intelligence has been used in anesthesia for the estimation of adverse effects and mor-
tality and the estimation of postoperative critical care requirements.9-11 The use of AI in ultra-
sound-guided (USG) regional anesthesia (RA) has been addressed in a variety of ways, including 
increasing the safety of RA, decreasing the complication rate, as well as being used in education, 
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particularly as an innovation to assist in the iden-
tification of sono-anatomy for USG RA where 
it has been reported to be highly popular and 
motivating.12-17 

In RA practice, AI is utilized in USG-guided RA 
applications. Artificial intelligence can identify 
all vital sono-anatomical structures, display the 
target, and help the practitioner to advance the 
needle tip to the correct target.13,16 Every inno-
vation is accompanied by unprecedented chal-
lenges. It appears that AI, as is the case in RA 
education, will break new ground in the world 
of education, with innovation as well as new 
concerns. Although there is growing consensus 
about the benefits and advantages of AI, ethical 
and legal concerns still remain. Prospective prac-
titioners are at best to anticipate these benefits 
and potential problems.

The purpose of this survey is to ascertain the 
opinions of Turkish anesthesiology and reanima-
tion specialists on the ethical implications of the 
use of AI in USG RA.

Materials and Methods
The study was approved by the local ethics com-
mittee. Surveys were sent to anesthesiology 
and reanimation specialists working in Turkey, 
between July 1 and August 31, 2022. 

The study's questionnaire was originally written 
and applied in Turkish. A translation into English 
made by our English-native co-author (DTT) is 
included as a supplement (Table 1). All partici-
pants consented to participation, processing of 
data processing, and inclusion of their data in 
medical research, at the beginning of the sur-
vey. Those who did not consent were unable to 
access the questionnaire. There were a total of 
5 descriptive items: age, gender, years of experi-
ence in the profession, participation in resident 
training, and routine use of USG in RA applica-
tions in the operating room.

All participants were given information about 
AI and its use in RA practice. Participants were 

asked to answer a total of 7 main questions with 
a total of 20 statements, all with regards to the 
use of AI in RA:

Medical Ethics – Beneficence
In the first question (Q1), participants were 
asked to evaluate beneficence for patients in 
light of medical ethics principles.

Medical Ethics – Maleficence
In Q3/S4 and Q4/S3, participants were asked to 
evaluate the AI use in light of the medical ethics 
concept of “Maleficence.” 

Medical Education and Ethics – Beneficence
In Q3/S1-3 (resident training) and Q4-S1 (con-
tinuing medical education after graduation), 

Main Points

• The majority of  anesthetists believe that using 
artificial intelligence (AI) in regional anesthetic 
applications will decrease complications.

• This survey found that the majority of  anesthe-
tists in Turkey believe that the use of  AI in regional 
anesthetic applications will be advantageous for 
both resident training and post-graduate medical 
training.

• Using AI in regional anesthesia applications under 
ultrasound supervision would benefit the patient, 
resident training, and postgraduate continuing 
medical education, as well as lessen problems in 
both training stages.

Table 1. Question Roots and Statements of Survey

Agree Neutral Disagree

Q1. Use of  artificial intelligence in regional anesthesia applications 
will benefit the patient.

Q2. It will provide equal opportunity among residents studying in 
different institutions.

Q3. The use of  artificial intelligence in resident training in regional anesthesia applications;

S1. It will be useful for residents

S2. It will be useful for educators

S3. It will positively affect trainer–trainee relationship

S4. It may reduce the complications that could occur during the 
learning period

Q4. When the introduction of  artificial intelligence into regional anesthesia practice is evaluated in terms of  
continuing medical education after graduation;

S1. It will be beneficial for the professional development of  
anesthesia and reanimation specialists.

S2. It will be beneficial in terms of  equal opportunity in education.

S3. It may reduce the complications that could occur in regional 
anesthesia applications.

Q5. In case of  “a complication due to misidentification and orientation of  the program” in artificial intelligence-
supported applications in resident training;

S1. The responsibility should be solely on the trainer.

S2. Responsibility should not be only on the trainer, artificial 
intelligence can also be held responsible.

S3. Responsibility should lie with the manufacturers or 
programmers of  artificial intelligence.

S4. Complications during training will create a problem about who 
will be responsible.

Q6. In the case of  “a complication due to misidentification and guidance of  the program” in artificial intelligence-
supported applications performed by anesthesiologists;

S1. The responsibility should be solely on the trainer.

S2. Responsibility should not be only on the trainer, artificial 
intelligence can also be held responsible.

S3. Responsibility should lie with the manufacturers or 
programmers of  artificial intelligence.

S4. Complications during training will create a problem about who 
will be responsible.

Q7. Artificial intelligence programs are currently guiding regional anesthesia by recognizing tissues through 
sono-anatomical images obtained with “ethics committee approval” and “patient consent.” However, it is not 
plausible to obtain such approval/consent continuously as data from sequential applications lead to more data 
with increased sensitivity. Storage of  sonographic images in the memory of  artificial intelligence programs that 
processes these images in order to guide the practitioner better;

S1. It is against privacy principles.

S2. Since patients are recorded anonymously, it cannot be 
considered as a violation of  privacy.

S3. Patients should be able to withdraw their consent at any time.

8. If  you believe there are other ethical problems related to the use of  artificial intelligence in regional anesthesia, 
please share your thoughts with us.
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participants were asked to evaluate the use of 
AI in terms of the “beneficence” principle of 
medical ethics and education.

Medical Education – Equal Opportunity
In Q2 (resident training) and Q4/S2 (continuing 
medical education after graduation), participants 
were asked to evaluate the use of AI in terms of 
equal opportunity in education.

Ethical Concerns – Accountability for Errors
In Q5/S1-4 and Q6/S1-4, participants were 
asked to evaluate the use of AI in terms of 
“accountability for errors” in residency training 
and postgraduate continuing medical education, 
respectively.

Ethical Concerns – Data Governance and 
Privacy
In Q7/S1-4, participants were asked to evaluate 
AI in terms of “data governance and privacy.”

On a 3-point Likert scale, participants evaluated 
a total of 20 judgments. In addition, participants 
were given the chance to share any ethical issues 
that were not addressed in the questionnaire 
in a final open-ended question. Table 1 pro-
vides an example of the questionnaire's English 
translation.

The questionnaire, which was produced as a 
Google Form, was distributed on social media 
such as WhatsApp, Twitter, and Facebook to 
anesthesiologist groups and also via individual 
e-mails. Considering the size of the population 
(approximately 6500 specialists), a minimum 
sample size of 262 participants was calculated 
using a 90% confidence level and a 5% margin of 
error. Due to the possibility of data loss, a mini-
mum of 300 participants were intended.

Statistical Analysis
Statistical Package for the Social Sciences 16 
was used for data analysis (SPSS Inc., Chicago, 
IL, USA). Descriptive data were given as mean 
and standard deviation, and survey responses 
were given as frequency and percentage. T-test 
was used in the analysis of descriptive data. 
Categorical data were presented as counts and 
percentages and compared using Chi-square 
test or Fisher’s exact test as appropriate, with 
post-hoc Bonferroni adjustments to determine 
where the difference between groups origi-
nated. Statistical significance was accepted as 
P < .05. 

Results
A total of 305 participants completed our sur-
vey within the specified date range. Although 
the introduction section of our survey clearly 

stated that only specialists were invited to par-
ticipate, we determined that 20 participants 
were residents continuing their training and thus 
they were excluded from the study. The female/
male ratio of the participants in our study was 
141/144. The mean age of participants was 
42 ± 7.51 years. The mean length since com-
pleting training was 10.95 ± 7.15 years (range 
0-30 years).

Of the participants, 59.3% took an active role 
in resident training, and 74.7% stated that they 
routinely used USG in RA practices. Descriptive 
data are presented in Table 2.

Of the participants, 80% agreed (Q1) that the 
use of AI in RA would be beneficial for the 
patient. The percentage of participants that 
stated AI would be beneficial in resident and 
postgraduate education (Q3-S1, Q3-S2) was 
86.7% and 81.4%, respectively. Of the partici-
pants, 65.26% and 69.47% stated that the use of 
AI would lead to equal opportunity in education 
for both residents and in postgraduate educa-
tion programs, respectively. Participants agreed 
that AI would lead to a decrease in complica-
tions for residents in training (Q3-S4, 81%) and 
for specialists too (Q4-S3, 80.7%).

There was no consensus over who would 
be accountable for a potential complication 
in AI-assisted practices. Of the respondents, 
51% agreed that both the trainer/practitio-
ner and AI should be held accountable for 
issues arising from the training of residents 
and the practice of specialist physicians. In all 
instances, nearly 67% of respondents agreed 
that the question of who will be account-
able for complications if they occur would be 
problematic. 

Only 9.47% of participants believed that it 
would be an invasion of privacy for AI to save 
the sonographic data of patients in their mem-
ory, while 78.25% thought that it would not be 
an issue to record this data anonymously. Of the 
participants, 67.7% stated that patients should 
be able to revoke their agreement for the use of 
their data at any time. 

Participants were also asked for their additional 
opinions if any. We observed that reinforcing 
statements about the judgments presented in 
the survey statements were generally repeated. 
Participant feedback stating that sonographic 
data are not recorded in current AI applications 
was received. This was not in contraction to 
the root of our question. Figure 1 depicts the 
percentage of responses to all questions and 
statements.

When responses to survey questions were ana-
lyzed according to descriptive characteristics 
of participants such as age, gender, time spent 
in the profession, routine USG use, and active 
participation in assistant training, statistical sig-
nificance was determined in only 3 judgments 
(P >  .05). While 68.8% of those who actively 
participated in the training of residents agreed 
that the use of AI in RA would improve the 
relationship between the trainer and trainee, 
only 52.6% of those who did not participate 
in resident training agreed with this statement 
(P = .02). In Q6-S1, the statement that the 
responsibility will be solely on the practitioner 
in case of a complication during the use of AI 
was presented to the participants. Of the par-
ticipants, 26.8% who routinely use USG in RA 
applications agreed with this statement, while 
11.1% of the participants who do not use USG 
agreed. This difference was found to be statisti-
cally significant (P = .02) (Table 3).

Discussion
Our study found that the majority of partici-
pants believed that using AI in RA applications 
under ultrasound supervision would benefit 
the patient, resident training, and postgraduate 
continuing medical education, as well as lessen 
problems in both training stages. Furthermore, 
it was established that responsibility sharing 
would be a concern in the event of difficulties 
or complications that may emerge in AI-assisted 
RA applications during resident training and 
thereafter (about 70%). There was consensus 
that it was not against privacy to record data 
anonymously and to keep it in memory (75%). 
In addition, it was determined that the rate of 
agreement in the idea that AI programs keep 

Table 2. Demographic Characteristics of 
Participants

Variable Result

Age (years) 42 ± 7.51

Sex (n, %)

 Female 141 (49.5%)

 Male 144 (50.5%)

Active role as trainer? (n, %)

 Yes 169 (59.3%)

 No 116 (40.7%)

Duration of  experience as an anesthesiology 
specialist

 <10 years 113 (39.6%)

 >10 years 172 (60.4%)

Using ultrasound in regional anesthesia: (n, %)

 Yes 213 (74.7%)

 No 72 (25.3%)
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patient data in their memory is contrary to pri-
vacy is quite low (10%).

The use of AI in medicine has increased in popu-
larity, particularly in the previous decade.2 The 
USG applications in RA have grown in popular-
ity in recent years. We asked participants in our 
study to rate the utility of AI help in RA training 
during resident training and postgraduate con-
tinuing education. In the near future, it appears 
that the use of AI in medical education will lead 
to a number of improvements similar to those 
in all areas of medicine. However, as the data fog 
grows with advances in technology, it becomes 
increasingly important to update and improve 
educational standards.18 The long journey ahead 
requires the collaboration of medical science 

and data scientists. An evaluation paper on the 
application of AI in medicine predicts that it will 
have significant benefits in both decision-making 
in patient diagnosis and treatment, as well as in 
medical education.19 Participants in our study 
believed that AI guidance in RA applications 
would be beneficial both in resident train-
ing and in continuing medical education after 
graduation. If we think of AI as a product in RA 
practice, we can see that the product's target 
audience is willing to use it and believes in its 
educational benefits.

Despite being used interchangeably in the lit-
erature, AI and machine learning are not syn-
onymous.20 Artificial intelligence uses machine 
learning algorithms such as reinforcement 

learning algorithms and deep learning neural 
networks are used. Machine learning, on the 
other hand, allows a computer system to gen-
erate predictions or make decisions based on 
past data without being explicitly programmed. 
Machine learning is based on an algorithm that 
learns on its own through the use of previous 
data. Artificial intelligence is a technology that 
allows machines to mimic human behavior. The 
goal of AI is to create a clever computer system 
that can solve complicated issues like humans. 
The purpose of machine learning is to enable 
machines to learn from data in order to provide 
correct output. Although we used the term AI 
in our work, the system currently being used in 
research is machine learning or deep machine 
learning systems.

To create a categorized summary, we found 
that a majority of anesthetists in Turkey (>80%) 
believe that employing AI in RA applications will 
benefit the patient, which is one of the core 
principles (Beneficence) of medical ethics.21 We 
also addressed another major principle, nonma-
leficence, in an indirect manner. More than 80% 
of our participants thought that AI assistance 
would help to lessen problems in RA training 
and practice. We believe that AI can help prac-
titioners not only take action for the benefit of 
the patient but also avert potential harm.

When we evaluate the results of our survey in 
terms of medical education, we discovered that 

Table 3. Assessment of Descriptive Items Regarding Questions/Statements

Question No

Agree Neutral Disagree

Pn (%) n (%) n (%)

Active role in residency education

Q3-S3 Yes 116 (68.6%)* 33 (19.5%) 20 (11.8%) .021

No 61 (52.6%) 32 (27.6%) 23 (19.8%)

Using US in regional anesthesia

Q6-S1 Yes 57 (26.8%) 75 (35.2%) 81 (38%) .023

No 8 (11.1%)* 32 (44.4%) 32 (44.4%)

No, number; Q, question; S, section; US, ultrasound.
Values are presented as number (%).
*Indicates the group leading to statistically significant difference.

Figure 1. Distribution (percentage) of  the answers given by the participants per question.
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the majority of participants (>80%) believed 
that incorporating AI into RA training will ben-
efit trainers/trainees and practitioners. Again, 
we discovered that the vast majority (about 
70%) believed AI will contribute to equal 
opportunity in medical education. What about 
equitableness? It should not be forgotten that 
medical education also has ethics and that the 
ethics of medical education cannot be treated 
separately from medical ethics.22,23 It is necessary 
to conduct research to determine AI's role in 
RA teaching and its possible benefits. If it does 
indeed promote equal opportunity, its dissemi-
nation can help to resolve the dilemma of injus-
tice in medical education, or alternatively it may 
pose further questions.24,25

According to an article, the primary ethical chal-
lenges that arise from using AI in surgery include 
human agency, accountability for errors, tech-
nical robustness, privacy and data governance, 
openness, diversity, non-discrimination, and 
justice.26 In our study, we assessed anesthetists' 
perspectives on the accountability for errors 
item in question root 5 (applications in resi-
dent training) and question root 6 (applications 
performed by experts). In question root 7, we 
addressed privacy and data governance. Other 
ethical considerations can be addressed in 
future research with larger Delphi investigations.

Approximately two-thirds of the participants 
believed that the issue of “accountability for 
errors” in the employment of AI in RA training 
for residents would constitute an ethical con-
cern. Half of the participants definitely believed 
that both AI and the trainer should be held 
accountable. It was found that the employment 
of AI in RA, like in other fields of medicine, will 
raise an ethical quandary in terms of “account-
ability for errors.”27 Although there have yet to 
be any legal ramifications (since there are no 
laws in this area), in the near future, if the sys-
tems utilized are updated from machine learning 
to sophisticated AI, the subject of who will be 
held accountable may spark heated debate.

Privacy and data governance are 2 other poten-
tial ethical issues. Systems developed for RA 
guidance, as is well known, are systems with rec-
ognition models that mark adjacent anatomical 
tissues and target tissue using a machine learn-
ing (or deep machine learning)-based proces-
sor that processes historical data (obtained in 
accordance with ethical guidelines) using certain 
algorithms. These programs are not involved in 
decision-making. They do not constantly collect 
data to better themselves as human intelligence 
does. However, as previously stated, AI is much 
more than machine learning. It solves problems 

by making decisions on its own and drawing new 
conclusions by analyzing the facts presented to it 
over time. When the process reaches this point, 
privacy and data governance may become of 
more ethical importance.

However, when we look at current practices, we 
observe that sonographic data from patients are 
neither regularly used in repetition nor stored in 
machine learning. However, the procedure will 
significantly differ from the continuous learn-
ing and guiding features of AI. Although there 
is currently no example, AI will analyze fresh 
data in each application, compare it to its pre-
vious “experiences,” and achieve goals beyond 
what was envisaged. We asked participants in 
the seventh question of our questionnaire to 
evaluate – ethically, a circumstance that has not 
yet been experienced but that we may have to 
confront in the near future: storage of sono-
graphic images in the memory of the AI. From 
an ethical standpoint, a relatively tiny number 
of the participants (10%) believed this would 
be an “infringement of privacy.” Approximately 
80% felt that recording sonographic data anony-
mously would not pose an ethical issue. When 
we conducted a literature review, we discov-
ered studies that imply the advantages of AI's 
access to very large databases, as well as those 
that pose ethical concerns.26,28,29 We believe that 
there is currently no cause for concern regard-
ing AI in RA.

Is there a lack of standardization and norms 
for the use of AI in medicine, and what ethi-
cal problems must be addressed? As a future 
insight, we can argue that each branch of medi-
cine will need to put forward their own wor-
ries regarding the use of AI in their field.26 In 
the near future, professional associations, physi-
cians, ethicists, law-makers, AI developers, and 
patient rights advocates will need to address 
problems and find consensus solutions regard-
ing the medicolegal and ethical elements of AI.30 
Product developers should be more explicit 
about how data security is supplied in AI, and 
practitioners' concerns should be addressed. Of 
course, potential users' ethical concerns should 
also be resolved ahead of time by completing 
studies like ours. Given that AI is progress-
ing from analyzing radiological imaging such 
as x-rays, mammography, and tomography to 
assessing and recognizing races, we must real-
ize that these systems must be addressed from 
several perspectives (including hazards such as 
discrimination) and that we are only at the tip 
of the iceberg.31

Our study has some limitations. First, although 
we calculated the sample size, the study might 

have been strengthened by expanding the num-
ber of participants using a nationwide random 
sampling that takes into account variables such 
as age, gender, employer, and length of employ-
ment. We built the ethical concerns section of 
our study on the 3 primary ethical concerns 
that we anticipated. We could have, however, 
through a Delphi study, determined the major 
titles and their quantities in advance and thus 
conducted a more thorough examination.

This survey found that the majority of anesthe-
tists in Turkey believe that the use of AI in RA 
applications will be advantageous for both resi-
dent training and post-graduate medical training 
and will reduce complications. We also deter-
mined that privacy and data governance pose 
few ethical concerns. The majority of respon-
dents said that these activities would raise ethi-
cal problems around “error accountability.”
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